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Abstract— Nowadays, blockchain technology is seen as one 

of the main technological innovations to emerge since the advent 

of the internet. Many applications can benefit from blockchain 

to protect their exchanges. Nonetheless, applications with more 

restricted interests cannot use public blockchains. Permissioned 

blockchains promise to combine effectiveness of blockchains 

with stricter permissions to join blockchain’s network. In 

permissioned blockchain, the number of participating entities is 

limited compared to public blockchain. However, by targeting 

the peers of the blockchain, the attackers can easily take control 

of consensus process and halt the blockchain operations. In this 

paper, we propose BrainChain, a scalable and efficient scheme 

to protect permissioned blockchain nodes from the largest ever 

Distributed Denial of Service (DDoS) attack (i.e., Domain Name 

System (DNS) amplification attack) in the context of software 

defined networks (SDN). BrainChain consists of 4 schemes: (1) 

Flow statistics collection scheme (FS) to gather the features of 

flows in an efficient way using sFlow; (2) Entropy based scheme 

(ES) to measure disorder of network features; (3) Bayes 

Network based Filtering scheme (BF) to classify, based on 

entropy values, illegitimate DNS requests; and (4) DNS 

Mitigation (DM) scheme to mitigate in an effective way the 

illegitimate flows (i.e., illegitimate DNS requests). Experimental 

results show that BrainChain can quickly and effectively detect 

and mitigate the attacks (i.e., DNS amplification attacks) with a 

high accuracy and a small false positive rate making it a 

promising scheme to protect blockchain applications from DNS 

Amplification attacks.  

Keywords— DDoS ; DNS Amplification ; SDN ; Bayes 

Classifier ; Entropy ; Blockchain ; 

I.INTRODUCTION  

      

DoS attacks are considered serious network security 

threats. They have evolved to be destructive and 

powerful causing severe damage to network 

operators as well as Internet service providers (ISPs). DNS 

amplification attack is one of the most devastating types of 

DDoS attacks; on October 2, 2016, a huge attack was 

conducted against the servers of Dyn, a company that 

controls many Internets DNS servers. As a consequence, 

many popular Internet services, e.g., Amazon, Twitter, 

GitHub [1], PayPal and others became unavailable for 

several hours [2]. This DNS amplification attack [2] is 

considered as the largest ever DDoS attack, exceeding a rate 

of 1 Tbit/s. Such incidents harm ISPs and cost millions of 

dollars of lost revenues for enterprises. 

    The continuous growth in complexity and size of current 

networks, such as enterprise networks and data centers, is 

giving rise to SDN as a novel technology that facilitates 

network management and provides new approaches to deploy 

and manage networks dynamically [3] – [4]. SDN separates 

data and control planes; this separation allows for more control 

over the network and brings a new way to deal with DDoS 

attack (e.g., DNS amplification attack).  
In this paper, to protect blockchain’s nodes from DDoS 

attack, we design a scalable and efficient scheme based on 
SDN, named BrainChain. SDN brings various benefits by 
decoupling the control plane from the data plane. While SDN 
brings new capabilities to protect from various forms of 
DDoS attacks [5-6], it can be targeted by these attacks [7]. To 
address this issue, BrainChain makes use of an efficient 
information collection scheme, called FS, to gather the 
features of flows in an efficient way using sFlow [8] protocol. 
Then, it uses an entropy-based scheme (ES) to measure 
network feature’s changes; and it uses machine learning 
algorithm, called BF, to automatically detect network 
anomalies. By combining these schemes (i.e., FS, ES and BF), 
DNS amplification attack can be effectively/accurately 
detected then mitigated using DNS Mitigation (DM) scheme. 
BrainChain protects blockchain’s nodes without modifying 
software neither of the nodes nor of the blockchain. 

The contributions of this paper are as follow:  

• We propose a scalable flow statistics collection scheme 
(FS) to gather the features of flows in an efficient way 
using sFlow.  FS highly reduces exchanges between data 
plane and control plane.  

• We introduce an Entropy calculation scheme (ES) to 
measure data’s disorder/randomness.  

• We design a real-time detection scheme, called Bayes 
Network based Filtering scheme (BF), to automatically 
detect network anomalies. 

• We propose DNS Mitigation (DM) module to quickly 
/effectively mitigate illegitimate flows (i.e., DNS 
requests). 

• We evaluate the performances of BrainChain in terms of 
efficiency, effectiveness and scalability. BrainChain 
detection accuracy is evaluated through Receiver 
Operating Characteristic (ROC) curves and compared to 
the most prominent state-of-art schemes. Experiments 
results show that BrainChain can quickly and effectively 
detect and mitigate the attacks (i.e., DNS amplification 
attacks) with a high accuracy and a small false positive 
rate.  

The rest of this paper is organized as follows. In Section 
II, we present related work. In Section III, we introduce the 
system design.  Section IV presents our machine learning 
DDoS detection module. Section V describes DM scheme. 
Section VI evaluates BrainChain. Finally, we conclude the 
paper in Section VII. 
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II.RELATED WORK 

              Blockchain technology is considered as new 

technology to secure and store information in fully 

decentralized and automated way without any trusted third 

party. Due to limited number of peers (i.e., blockchains 

nodes) of permissioned blockchains, the security and 

availability of peers need to be more investigated. Our 

previous works [5-6] show their effectiveness in protecting 

from DRDoS attacks (Distributed reflection denial of service 

attacks), in this work we consider a typical DNS 

Amplification attacks. In [9], we used an entropy scheme in 

order to protect permissioned blockchain from DNS 

Amplification attacks. However, it has considerable false 

positive Rate.  In this paper, we use machine learning 

algorithm (i.e., BF) in order to decrease false positive Rate 

while maintaining a high detection Rate. In [10], Mathis et 

al. proposed an OpenFlow (OF)-based firewall to ensure 

security to blockchain nodes. They implemented their 

solution as module, in SDN controller, that uses SDN 

functionalities to filter networks traffic. However, a high 

flows rate from data plane to control plane may overload the 

SDN controller. In [11], Rodrigo et al. proposed a flow-based 

detection scheme using OF protocol in order to gather flow 

statistics. This scheme [11] focuses only on DDoS attacks in 

data plane without any analysis of the overhead to the control 

plane caused by flow table entries collecting process. 

Moreover, the performance analysis does not include the 

overall system performance. In [12] Mehdi et al. proposed a 

scheme that consists of four prominent traffic intrusion 

detection algorithms in SDN’s context. However, the scheme 

was designed for small-scale setup as it focused on the home 

environment; in large-scale setup, high traffic’s rate from OF 

based switches to control plane may overload the SDN 

controller. In [13], Yu et al. proposed OpenSketch, a software 

defined traffic measurement scheme. In order to count traffic 

in an effective manner, OpenSketch implements a hash-

based data structure in OF based switches. OpenSketch 

provides an efficient scheme to collect measurement data 

through a three-stage pipeline (hashing, filtering, and 

counting). However, OpenSketch relies on sending all the 

counters to the controller for analysis which may overload 

the SDN controller. In [14], Wang et al. proposed an entropy-

based flow statistics collection scheme in OF switches; it 

focuses only on anomaly detection, without nor find the 

target (i.e., victim of attack) nor the illegitimate nodes to, 

eventually, block them. In [15], K. Giotis et al. proposed the 

use of the sFlow protocol with OF protocol to detect DDoS 

attacks reducing the communication overhead between OF 

switches and the SDN controller. This scheme [15] works 

well; nonetheless, it has high false positive Rate. In [16], Lim 

et al. proposed a DDoS blocking scheme that runs on SDN 

controller; this scheme requires a large amount of 

communications between the data and control plane to 

protect the target. This scheme [16] not only causes DDoS 

attacks against the control plane but also requires high 

latency to cooperate with SDN controller. Zaalouk et al. [17] 

proposed a scheme that uses SDN to mitigate DNS 

amplification attacks; it uses sFlow to monitor DNS traffic. 

This solution [17] may degrade the performance of SDN 

controller and allow for DDoS attack against SDN controller 

itself. 

 

     To address the weaknesses of these existing solutions [9-

17], we propose BrainChain, a scalable and an efficient 

mitigation scheme to detect and mitigate DNS amplification 

attack. BrainChain employs sFlow protocol to separate flow 

monitoring from the forwarding logic; this makes it much 

more scalable compared to existing native OF schemes [9-

14] and [16]. And using machine learning algorithms, our 

scheme is much accurate in comparison with the ones using 

sampling technology [15-17]. The REST [18] API is used in 

the process of detection/mitigation to manage any SDN 

controller to mitigate illegitimate flows (i.e., illegitimate 

DNS requests) based on DM scheme.  

III.SYSTEM DESIGN 

A. Design Overview 

When designing BrainChain, we did consider the 
following objectives. First, BrainChain should ensure full 
protection to permissioned blockchain nodes and should be 
more accurate and sensitive to DNS amplification attack in 
order to ensure real-time detection. In addition, to protect 
Ternary Content Addressable Memory (TCAM) of data plane 
devices (i.e., OF based switches) that is limited in size, 
BrainChain uses an accurate detection scheme (i.e., BF). 
Finally, the whole system should be as scalable as possible, 
and the attack has to be effectively mitigated. 

B. System Architecture 

The architecture of BrainChain consists of four main 
schemes (see Fig.1): (1) FS, a novel Flow statistics collection 
scheme to gather the features of flows in an efficient way 
using sFlow; (2) Entropy calculation scheme (ES); (3) a real-
time detection scheme (BF), to automatically detect network 
anomalies; and (4) DNS mitigation scheme (DM). 

 

Fig.1. System Architecture 

   BrainChain has two phases: (1) a machine learning DDoS 
detection module. This module aims to detect, in real-time, 
illegitimate flows (i.e., illegitimate DNS requests). This 



 

module consists of FS scheme, ES scheme and BF; it is 
running as application on the top of the SDN controller (i.e., 
application layer) and using sFlow, FS collects networks 
traffic statistics, ES and BF detect automatically illegitimate 
flows; and (2) DNS mitigation (DM) scheme. This scheme 
aims to mitigate illegitimate flows effectively to enable the 
network to recover quickly. 

IV. MACHINE LEARNING DDOS DETECTION MODULE. 

The procedure of our machine learning DDoS detection 
module consists of the following (1) FS to gather the features 
of flows in an efficient way using sFlow protocol; (2) ES to 
extract network features; and (3) BF to detect attacks. 

1. FS  
 In SDN environment, there are two used methods to 

collect networks traffic statistics. The first one is based on OF 
protocol. In this method, control plane sends a feature request 
(ofp_flow_stats_request) to the data plane devices (i.e., OF 
switches) that respond with one or more messages 
(ofp_flow_stats_reply) (i.e., flow table content). This method 
can gather the overall flow information of data plane’s traffic. 
However, a high rate DDoS attack traffic sent by OF switches 
to the SDN controller may on one hand, exhaust the 
bandwidth between data plane and control plane (i.e., SDN 
controller), on the other hand, may exhaust TCAM of data 
plane devices. Therefore, this method is not suitable to detect 
high rate attack. To address this issue, FS uses flow sampling 
technologies using sFlow. The sFlow collection process 
separates the flow monitoring from the forwarding logic. FS 
is more efficient and scalable since the access to packet 
counters per flow is eliminated. sFlow performs flows 
aggregation required during a high-rate DDoS attack. FS 
collects packet sampling and updates the counter of each flow 
entry at each monitoring interval. sFlow collector (sFlow-RT 
[19]) receives networks traffic samples from sFlow agents 
and updates flow’s counters. Hence, there is no need to 
maintain flow entries in OF switches and compare flow 
statistics of every monitoring interval. Then, periodically, ES 
extracts the network features from collected information and 
calculates the entropy values. In what follows, we describe the 
feature extraction method using ES scheme. 

2. ES 
The purpose of ES is to extract the network features, from 

the collected information, and calculates entropy values. The 
concept of entropy calculation was introduced in information 
theory [20] to measure the randomness change of incoming 
flows in a given time window. When the blockchain’s 
network is under DDoS attacks, number of flows for a given 
flow will increase sharply causing a more concentrated 
distribution of IP source address (e.g., target blockchain 
node). High entropy values lead to a more dispersed 
distribution of the probability of the IP source address, while 
low entropy values mean the concentration of distribution of 
IP source address. A flow can be defined as sequence of 
packet that have same properties. If a source sends similar 
requests (e.g., requests from the same 𝐼𝑃𝑠𝑟𝑐 , with the same 
type of DNS request (e.g., “ANY” requests) and from the 
same UDP source port 𝑆𝑟𝑐𝑝𝑜𝑟𝑡), then its Entropy will be low; 

this means that we are very likely in the presence of 
illegitimate flows. Therefore, we use ES to measure changes 
in traffic information (e.g., 𝐼𝑃𝑠𝑟𝑐  , “ANY” requests, UDP 
 𝑆𝑟𝑐𝑝𝑜𝑟𝑡) during each monitoring interval ∆𝑇. 

In this work, we define each flow as a five-
 tuple: { 𝐼𝑃𝑠𝑟𝑐  , 𝐼𝑃𝑑𝑠𝑡  

 ,  𝑆𝑟𝑐𝑝𝑜𝑟𝑡  
,  𝐷𝑠𝑡𝑝𝑜𝑟𝑡  

= 53, 𝑝𝑟𝑜𝑡𝑜 = 𝑈𝐷𝑃} . 

In the reminder of this paper, we use 𝐼 as a set of positive 
integers and 𝑅 as a set of real numbers. 

Let 𝐹𝑖,𝑗 denote the flow 𝑓i at local OF switch 𝑆j; it is defined as 

follows: 

 

𝐹𝑖,𝑗 (𝐼𝑃𝑠𝑟𝑐 𝑖  
, 𝑆j) = {<𝐼𝑃𝑠𝑟𝑐 𝑖

, 𝑆j, 𝑡 >|𝑆j ∈ 𝑆  , 𝑖, 𝑗 ∈ 𝐼, 𝑡 ∈  𝑅} (1) 

 

 𝐼𝑃𝑠𝑟𝑐 𝑖
, 𝑆j, 𝑡 ,𝑖, 𝑗 ∈ 𝐼, 𝑡 ∈  𝑅,  where 𝐼𝑃𝑠𝑟𝑐 

is the source IP 

address of 𝑓i, t is the current timestamp, and 𝑆 = {𝑆j, 𝑗 ∈ 𝐼 }  
is the set of OF switches. 

 

Let |𝐹𝑖,𝑗(𝐼𝑃𝑠𝑟𝑐 𝑖
, 𝑆j, 𝑡 )| be the count number of packets of flow 

𝐹𝑖,𝑗 at time  𝑡 . We define the variation of the number of packets 

for flow 𝑓i at a local OF switch 𝑆j given flow during ∆𝑇 as 

follows: 

 

𝑁𝐹i,j
(𝐼𝑃𝑠𝑟𝑐 𝑖  

, 𝑆j, 𝑡 + ∆𝑇) =|𝐹𝑖,𝑗 (𝐼𝑃𝑠𝑟𝑐 𝑖 
, 𝑆j, 𝑡 + ∆𝑇 )|-

  |𝐹𝑖,𝑗(𝐼𝑃𝑠𝑟𝑐 𝑖 
, 𝑆j, 𝑡 )|                                                             (2) 

The probability 𝑝𝑖,𝑗  of flow 𝑓i over all the flows at  local 

OF switch 𝑆j can be expressed as follows: 

𝑝𝑖,𝑗(𝐼𝑃𝑠𝑟𝑐 𝑖  
, 𝑆j) =  

𝑁𝐹i,j
(𝐼𝑃𝑠𝑟𝑐 𝑖 

, 𝑆j, 𝑡 + ∆𝑇)

∑ 𝑁𝐹i,j
𝑁
𝑖=1

                   (3) 

where ∑ 𝑝𝑖,𝑗(𝐼𝑃𝑠𝑟𝑐𝑖  
, 𝑆j)

𝑁
𝑖=1 =1 and 𝑁 is the total number 

of flows at local OF switch 𝑆j 

Let 𝐼𝑃𝑠𝑟𝑐  be random variable that denotes the number 
of flows during time interval ∆𝑇. We define the entropy of 
flow 𝑓i at local OF switch 𝑆j, during∆𝑇, as follows: 

𝐻(𝐼𝑃𝑠𝑟𝑐) = − ∑ 𝑝𝑖,𝑗 (𝐼𝑃𝑠𝑟𝑐 𝑖  
, 𝑆j) 𝑙𝑜𝑔2 𝑝𝑖,𝑗(𝐼𝑃𝑠𝑟𝑐𝑖  

, 𝑆j)   (4)

𝑁

𝑖=1

 

 Lemma: The lower bound and upper bound of 𝐻(𝐼𝑃𝑠𝑟𝑐)  
are 0 and 𝑙𝑜𝑔2 𝑁 respectively (see inequality (5)). 

  0 ≤ 𝐻(𝐼𝑃𝑠𝑟𝑐)  ≤ 𝑙𝑜𝑔2 𝑁                          (5) 

Proof. Let  𝑓(𝑥) = log 𝑥, 𝑥 ≥ 0. We know 
that 𝑓(𝑥) is a monotonically increasing concave function. Let 
X be random variable for the flow distribution. Applying 
Jensen’s inequality [21] to  𝑓(𝑥), we have 𝐸( 𝑓(𝑥)) ≤
 𝑓(𝐸(𝑥)). Let 𝑃(𝑋) = {𝑝1, 𝑝2, 𝑝3, 𝑝4 … … 𝑝𝑁} be the 
distribution of flows at an OF switch.  

Then, ∀ 𝑝𝑘 , 0 ≤ 𝑝𝑘 ≤ 1, ∑ 𝑝𝑘 = 1 𝑁
𝑘=1 , 

∑ 𝑝𝑘 
𝑓(𝑥𝑘 

)𝑛
𝑘=1 ≤ 𝑓(∑ 𝑝𝑘 

𝑥𝑘
𝑛
𝑘=1 ) More specifically,  

𝐻(𝐼𝑃𝑠𝑟𝑐) = ∑ 𝑝𝑘𝑙𝑜𝑔2
1

𝑝𝑘
≤𝑁

𝑘=1

                                        𝑙𝑜𝑔2 (∑ 𝑝𝑘  

1

𝑝𝑘

𝑁
𝑘=1 ) = 𝑙𝑜𝑔2(𝑁)   (6)           

Since 𝑙𝑜𝑔2
1

𝑃𝑘
≥ 0, ∀ 𝑝𝑘 , 0 ≤ 𝑝𝑘 ≤ 1, then, 𝐻(𝐼𝑃𝑠𝑟𝑐) ≥ 0 (7) 

󠆗 

Then, from inequalities (6) and (7), we obtain the inequality:  

              0 ≤ 𝐻(𝐼𝑃𝑠𝑟𝑐) ≤ 𝑙𝑜𝑔2 𝑁  

The normalized Entropy values are in [0, 1] and are 
defined as follows: 



 

 𝐻 
′(𝐼𝑃𝑠𝑟𝑐) =

 𝐻(𝐼𝑃𝑠𝑟𝑐)

𝑙𝑜𝑔2 𝑁
                                                     (8) 

The attribute (i.e., header fields of the packet) to aggregate 
flows depends on the attack scenario under consideration. 
Many attackers use a script to launch the attack; each attacker 
sends multiple DNS requests from the same UDP port source 
number with the same DNS request type (i.e., “ANY”), as a 
legitimate client sends requests from random UDP port source 
number with different type (e.g., A, MX, NS, etc.). 
Consequently, we use {𝐼𝑃𝑠𝑟𝑐 , 𝑆𝑟𝑐𝑝𝑜𝑟𝑡 , “ANY”} as the attribute 

to aggregate flows. Similarly, we define the UDP port source 
𝑆𝑟𝑐𝑝𝑜𝑟𝑡  entropy  𝐻 

′(𝑆𝑟𝑐𝑝𝑜𝑟𝑡) and DNS request type 

entropy 𝐻 
′(ANY).  Finally, we represent the network features 

at the 𝑘 
𝑡ℎ time period as: 

Xk = {𝐻 
′(𝐼𝑃𝑠𝑟𝑐)k, 𝐻 

′(𝑆𝑟𝑐𝑝𝑜𝑟𝑡)
k

, 𝐻 
′(ANY)k}          (9) 

3. BF 

 
BF can be seen as a binary classifier in the field of 

machine learning; it uses stateful features (i.e., the network 
feature vector Xk) to classify the current flow as legitimate or 

illegitimate. At the 𝑘 
𝑡ℎ time period ∆𝑇, this module receives 

the vector Xk, then it classifies the flow according to the 
probability of illegitimacy which is calculated via the 
Bayesian filter (see Section 3.b). If the probability of 
illegitimacy in the time interval ∆𝑇 is above a fixed threshold, 
then BF notifies the SDN controller in order to deploy the 
mitigation scheme against this illegitimate flow. In the 
following section, we detail BF which aims at detecting 
abrupt behaviors of attackers that try to overload the network 
with illegitimate DNS traffic. 

a) Flow representation 

In BF, each sample is characterized by the vector 𝑥 =
(𝑥1, 𝑥2, 𝑥3) where 𝑥1, 𝑥2, 𝑥3 are the values respectively taken 

by random variables 𝐻 
′(𝐼𝑃𝑠𝑟𝑐), 𝐻 

′(𝑆𝑟𝑐𝑝𝑜𝑟𝑡) and 𝐻 
′(ANY).  

Each of these random variables indicates, respectively, 
entropy values of IP source address, UDP port source and 
ANY type of DNS request.  

b) Criterion of classification 

We consider two classes of requests: illegitimate and 
legitimate requests denoted by 𝑖𝑙𝑙𝑒𝑔 and 𝑙𝑒𝑔, respectively. 
The class of flow 𝑥, denoted by c, is the one which the 
probability of being in this class noted 𝑝(𝑐/𝑥 ) is maximal.   

𝑐 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐є{𝑖𝑙𝑙𝑒𝑔,𝑙𝑒𝑔} 𝑝(𝑐/𝑥 ) 

We have 𝑝(𝑖𝑙𝑙𝑒𝑔/𝑥 ) + 𝑝(𝑙𝑒𝑔/𝑥 ) = 1; thus, the 
selection criterion can be defined as follows: 

            𝑥 𝑖𝑠 𝑖𝑙𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒 𝑖𝑓𝑓 𝑝(𝑖𝑙𝑙𝑒𝑔/𝑥 ) >  .5     

Classification:  According to the Bayes theorem [22] [23] and 
the total probabilities theorem, the probability of flow 𝑥 = 
(𝑥1,𝑥2, 𝑥3) to belong to class c is defined as: 

𝑝(𝐶 = 𝑐 / X = x ) =
𝑝(𝐶 = 𝑐). 𝑝( X = x /𝐶 = 𝑐)

𝑝( X = x)
    (10) 

 

Using the theorem of the total probability, we conclude: 

 

𝑝(𝐶 = 𝑐 / X = x)  =
𝑝(𝐶=𝑐).𝑝( X=x /𝐶=𝑐)

∑ 𝑝(𝐶=𝑐).𝑝( X=x /𝐶=𝑐)𝑐𝜖{𝑖𝑙𝑙𝑒𝑔,𝑙𝑒𝑔}
        (11) 

 

Thus, the selection criterion is equivalent to:  

𝑥 is illegitimate if and only if 

𝑝(𝐶 = 𝑐/X = x) =
𝑝(𝐶=𝑐).𝑝( X=x /𝐶=𝑐)

∑ 𝑝(𝐶=𝑐).𝑝( X=x /𝐶=𝑐)𝑐𝜖{𝑖𝑙𝑙𝑒𝑔,𝑙𝑒𝑔}
> .5 (12) 

c) Bernoulli distribution 

Bernoulli distribution is a discrete probability distribution 
which takes the value 1 with the probability 𝑝 and 0 with the 
probability 𝑞 = 1 − 𝑝. In other words: 

               P(X = x) =  {
            𝑝                                   𝑖𝑓  𝑥 =  1,

          1 −  𝑝                            𝑖𝑓   𝑥 =  0,

              0                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 

It can be presented as follows: 

 𝑝 (𝑋 = 𝑥)  =  𝑝𝑥  (1 − 𝑝)1−𝑥1{0,1}(𝑥). 

The average and variance are given by the formula: 

   𝐸(𝑋) = 𝑝  , 𝑉𝑎𝑟 (𝑋)  =  𝑝. (1 −  𝑝).  

d)  Classification 

𝐻 
′(𝐼𝑃𝑠𝑟𝑐), 𝐻 

′(𝑆𝑟𝑐𝑝𝑜𝑟𝑡) and 𝐻 
′(ANY) are conditionally 

independent given category c (see Section 3.a). Let  𝑝𝑖(𝑖𝑙𝑙) 
and 𝑝𝑖(𝑙𝑒𝑔)  denote the conditional probabilities that the 
incoming flow 𝑓i, during ∆𝑇, is illegitimate and legitimate, 
respectively. By using Eq. (12), flow 𝑥 is illegitimate if and 
only if (in case of Bernoulli classifier): 

 
∏ 𝑝

𝑖

𝑥𝑖(𝑖𝑙𝑙)𝑛
𝑖=1 (1−𝑝𝑖(𝑖𝑙𝑙) )

(1−𝑥𝑖)
 𝑝(𝑖𝑙𝑙)

 ∏ 𝑝
𝑖

𝑥𝑖(𝑖𝑙𝑙)𝑛
𝑖=1 (1−𝑝𝑖(𝑖𝑙𝑙) )

(1−𝑥𝑖)
 𝑝(𝑖𝑙𝑙)+∏ 𝑝

𝑖

𝑥𝑖(𝑙𝑒𝑔)𝑛
𝑖=1 (1−𝑝𝑖(𝑙𝑒𝑔))

(1−𝑥𝑖)
 𝑝(𝑙𝑒𝑔)

>

.5  (13) 

When 𝑝(𝑖𝑙𝑙) = 𝑝(𝑙𝑒𝑔), the selection criteria become as 
follows: The flow 𝑥 is illegitimate if and only if: 

∏ 𝑝
𝑖

𝑥𝑖(𝑖𝑙𝑙)𝑛
𝑖=1 (1−𝑝𝑖(𝑖𝑙𝑙) )(1−𝑥i) 

 ∏ 𝑝
𝑖

𝑥𝑖(𝑖𝑙𝑙)𝑛
𝑖=1 (1−𝑝𝑖(𝑖𝑙𝑙))(1−𝑥i) +∏ 𝑝

𝑖

𝑥𝑖(𝑙𝑒𝑔)𝑛
𝑖=1 (1−𝑝𝑖(𝑙𝑒𝑔))(1−𝑥i) 

> .5(14)   

BF is trained and then used to classify the network feature 

vector Xk of the 𝑘 
𝑡ℎ time period ∆𝑇 as legitimate or 

illegitimate. By combining ES and BF, we can accurately 
detect the attack in real time with low False positive rate and 
high Detection Rate (see Section VI). 

V.DNS MITIGATION (DM) SCHEME 

 When BF indicates that Xk is illegitimate, the mitigation 
action is performed to protect blockchain’s nodes (i.e., target). 
For this aim, new OF actions are installed, using the API of 
SDN controller, into the OF based switch under attack; these 
rules have high priority to monitor speed of the suspicious 
flows. DM aims to mitigate illegitimate flows effectively. To 
this aim, each flow entry specifies meter with different 
Meter_id in order to monitor speed of the illegitimate flows; 
if the flows rates surpass the band (rate limiter), then DM 
drops suspected packets. 

VI.EVALUATION 

  This section presents the evaluation of BrainChain. First, 
experiment environment is introduced. Then, performance of 
BF in terms of Detection Rate and False positive rate is 
evaluated through ROC curves. 

A. Experimental Environment 

      In In order to evaluate the performance of BrainChain, 

we built a realistic experiment. 

 



 

       We implemented our DDoS detection module as 

application on top of the SDN controller. Using sFlow 

protocol, this module first, collects networks traffic statistics 

then, detects automatically illegitimate traffic. To emulate real 

network environment, we use Mininet [24], a popular SDN 

emulation tool. Mininet uses the Linux containers and virtual 

OF switches (e.g., OpenVswitch [25]) to allow a realistic test 

environment of hosts and OF switches. 

 

   
            Fig.2. Experimental Environment  

 

Mininet is installed on a VirtualBox [26] VM; VM is 
connected to the Internet through Network Address 
Translation (NAT) (for software installation and updates), and 
a host-only adapter is configured on VM to enable it to 
communicate with the host-system. Additionally, Secure Shell 
(SSH) is used to allow access to VM for running different 
software at the same time. In our testing environment, the 
network monitor (i.e., sFlow-RT) and SDN controller (i.e., 
Floodlight [27]) are installed on the host-system. We run our 
experiments on a PC with CPU Intel Core i7-8750H-2.2 GHz 
and 16GB RAM. 

Fig. 2 shows the 5 components of the testbed: (a) SDN 
controller (i.e., Floodlight; (b) sFlow network monitor (i.e., 
sFlow-RT): it performs monitoring of 7500 port’s switches in 
data center networks; (c) REST application: it executes the 
feature extraction scheme (ES) and BF; (d) 6 OF switches 
where the links’s bandwidth is 1 Gbps. Each OF network is 
composed of multiple hosts; ones are used to launch DDoS 
attack and others are used as legitimate hosts executing 
blockchain application; (e) multiple hosts are used as Open 
Resolvers to send amplified flows (i.e., DNS responses). 
Attack rate varies between 100 and 500 Mbps; the objective 
is to test scalability of the proposed scheme. Table 1 shows 
the parameter values for our experimentation. 

TABLE 1: Parameter values  

 

BF is a supervised machine learning algorithm that needs 
to be trained. To this aim, we use Scapy's Python library [28] 
to forge DNS requests and dnsd package in NodeJs [29] to 
create DNS test server. DNS server is used to send amplified 

DNS responses to the blockchain target nodes (i.e., victim 
nodes).  

Fig. 3 shows that, when the control is disabled, the attack 
traffic is over 2000 packets per second (i.e., illegitimate 
DNS). However, when BrainChain is enabled, the attacks 

traffic is stopped when BF classifies the 𝑘 
𝑡ℎ vector Xk as 

illegitimate and instructs SDN controller to mitigate the traffic 
attack.

 

Fig.3. Blockchain network traffic before and after 
BrainChain 

Fig. 4 shows that time taken by the BrainChain pipeline 
(i.e., detection/mitigation) is less than 13 seconds; this enables 
the network to recover quickly. 

 

Fig.4. attack mitigation 

B.           Performance Evaluaion   

 
The performance of BF is evaluated using ROC curve. In 

our simulation, we conducted two experiments (i.e., 100Mbps 
and 500Mbps) and we compared BF in terms of accuracy and 
false positive Rates (FPR) with our previous work [9] and one 
of the most prominent related schemes [15].  

 The ROC curve shows the TPR (True Positive Rate) 
called sensitivity or Detection Rate (DR) according to the 
FPR called anti-specificity (1-specificity). To measure BF’s 
performance, we define DR and FPR as follows: 

𝐷𝑅 =
𝑇𝑃 

𝑇𝑃 + 𝐹𝑁 

, 𝐹𝑃𝑅 =
𝐹𝑃 

𝑇𝑁 + 𝐹𝑃 

 

where, TP (True Positives) represents illegitimate flows (i.e., 
illegitimate DNS requests) that are correctly classified as 
illegitimate ones, while FN (False Negatives) represents 
illegitimate flows (i.e., illegitimate DNS requests) that are 
classified as legitimate ones. Therefore, DR represents attacks 
detection rate, FP (False Positives) represents legitimate 
flows (i.e., legitimate DNS requests) that are identified as 

 Average traffic 
rate (Mbps) 

Sampling 
rate     

Attack 
rate(pkts/s) 

Exp.1          100         1

64
 

200 − 500 

Exp.2 500 1

256
 

1000
− 2500 



 

illegitimate ones, while TN (True Negatives) represents 
legitimate flows (i.e., legitimate DNS requests) that are 
correctly classified as legitimate ones. Fig.5 shows that 
BrainChain achieves around 100% of detection rate for 100 
Mbps case while it has just 23% of false positive ratio, while 
ChainSecure [9] and [15] achieve the same rates (i.e., around 
100% detection rate) with respectively 31% and 40% of false 
positive ratio. Fig.6 shows that BrainChain achieves around 
100% detection rate for 500 Mbps case while it has just 21% 
of false positive ratio, while ChainSecure [9] and [15] achieve 
around 100% detection rate with respectively 30% and 34% 
of false positive ratio. 

 

Fig.5. ROC curves for the 100 Mbps case   

 

Fig.6. ROC curves for the 500 Mbps case   

VII.CONCLUSION 

   This paper proposed, BrainChain, a scalable and 
efficient scheme to protect permissioned blockchain from the 
largest ever DDoS attack (i.e., DNS amplification attack) in 
the context of SDN.  Because of limited number of the peers 
(i.e., blockchains nodes) on this blockchain’s type, specific 
peers (i.e., blockchain nodes) can be targeted by these attacks, 
which may halt blockchain operations. To this aim, first, we 
described FS, a novel flow statistics collection scheme to 
gather the features of flows in an efficient way. Then, we 
designed a real-time detection scheme (i.e., ES and BF). 
Finally, DM is elaborated to mitigate illegitimate flows (i.e., 
legitimate DNS requests). For future work, we intend to 
extend our scheme to multi-domain setup by using an efficient 
and easy to deploy inter-domain DDoS collaboration scheme. 
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